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Abstract:  With the continuous development of science and technology, intelligent guide technology has become an important 
fi eld to improve the quality of life of visually impaired people. YOLOv5 and binocular ranging technology, as key innovations in 
the fi eld of computer vision and deep learning, bring new opportunities and challenges to intelligent guide blindness systems. This 
paper aims to deeply study the principle of YOLOv5 and binocular ranging technology, as well as their specifi c applications in 
the fi eld of blindness guidance, focusing on their role and advantages in obstacle detection, distance measurement and navigation 
accuracy improvement.
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1.  Research background and signifi cance
With the rapid development of the fi eld of computer vision and deep learning, YOLOv5 has become an effi  cient object detection 

tool, and its fast and accurate characteristics make it an ideal choice for intelligent blind guide systems. At the same time, binocular 
ranging technology can provide accurate distance information, which is expected to solve the problems that visually impaired people 
often face in navigation, such as obstacle detection and distance measurement.

2.  System overview
Based on the embedded development module Raspberry Pi 4, combined with the YOLOv5 target detection algorithm and 

binocular ranging algorithm, we designed and developed a lightweight and versatile smart guide glasses. The product can detect 
obstacles and calculate the distance between the visually impaired and the obstacles, and broadcast to the visually impaired by using 
the offl  ine voice module. This product is also equipped with SIM800C SMS communication module, which can send SMS to call for 
help to the contact person set in advance by pressing the button, and prevent the visually impaired from getting lost. In addition, this 
product is also equipped with a gyroscope module, which detects changes when a visually impaired person falls and sends a voice call 
for help to the surroundings under the control of the main control panel.

3.  YOLOv5 algorithm and binocular ranging principle 
3.1  Structure of YOLOv5

Input: Responsible for accepting the original image dataset and processing it into a feature representation suitable for model 
processing. The input side normalizes and normalizes the dimensions of the input image to ensure that the image is entered into the 
model at a uniform scale. In order to enhance the generalization ability and robustness of the model, YOLOv5 adopts the Mosaic 
method at the input end for data enhancement to provide richer training samples.

Backbone: It consists of multiple convolutional layers and pooling layers, which is the core of the entire model. The Backbone 
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network fi rst performs feature extraction, gradually reducing the spatial size of the feature map through a series of convolutional 
layers while increasing the depth of the feature. This helps the model capture features at diff erent levels, from edges and textures to 
more abstract semantic information. The pooling layer is used to reduce the spatial size of the feature map, which helps reduce the 
computation eff ort and improve the effi  ciency of the model.

Neck network: After the Backbone network, YOLOv5 adopts the neck network for feature reuse and multi-scale feature fusion. 
The network structure can eff ectively fuse feature maps of diff erent scales to obtain richer feature representations.

Head network: contains three scales of predictive feature layers, corresponding to the detection of targets of diff erent sizes. These 
prediction feature layers perform object detection according to feature maps of diff erent scales, regression prediction of the detection 
frame and output the fi nal detection result.

3.2  Activation function in YOLOv5 algorithm model structure
Activation functions play a crucial role in neural networks, introducing nonlinear properties that allow neural networks to capture 

complex patterns and features.
Mish (Mishra Activation Function) is a new type of activation function, which has soft saturation and is better able to handle the 

gradient disappearance problem.
The mathematical defi nition of a Mish function is:

The softplus function is defi ned as:

SiLU (Sigmoid Linear Unit) is a variant of the Sigmoid activation function. The SiLU function has a smooth nonlinear property, 
which contributes to the stable propagation of the gradient and accelerates the convergence rate of the model [1].

The mathematical defi nition of the SiLU function is:

Where σ(x) is the Sigmoid function.
The selection of these activation functions is to enable YOLOv5 to better capture the target information in the image, so as to 

achieve effi  cient and accurate target detection.

3.3  Outputs in the YOLOv5 model structure
The output structure of YOLOv5 is an extension of its target detection backbone, which is responsible for converting the feature 

map into the fi nal detection result. Anchor boxes are a key component of the YOLOv5 output. These predefi ned bounding boxes 
have diff erent sizes and aspect ratios and are used to detect objects of diff erent sizes and shapes. The model will use the information 
from these anchor boxes to predict the location and category of the target.YOLOv5 uses convolutional layers to process feature 
maps and generate predictions for target detection. These convolutional layers are responsible for extracting features and adjusting 
the parameters of the anchor frame to adapt it to the position and shape of the target. The output generates an “objectness score” that 
indicates whether each bounding box contains the target object. This score helps the model determine which bounding boxes actually 
contain the target, thus improving detection accuracy. The model also generates probabilities for each bounding box for each category. 
These probability values are used to determine the category of the target, so as to achieve multi-category target detection[2].

4.  Verify
4.1  Verifi cation and analysis of YOLOv5 model

Figure 1 Experimental results
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In the experiment, we used the intelligent guide glasses based on YOLOv5 to conduct binocular ranging experiments on multiple 
objects. The experimental results show that the intelligent guide glasses can calculate the distance between the object and the camera 
more accurately. The following is the specifi c data of the experimental results.
4.1.1  Target detection data set

There are 7787 pictures in the training set, 2317 pictures in the test set, and 1832 pictures in the verifi cation set for target detection, 
as shown in Figure 2, taking traffi  c lights as an example.

Figure 2 Data set of target detection
4.1.2   Anchor frame treatment

The K-means clustering algorithm uses distance as a metric to classify and process data sets. The steps are as follows: 1. Randomly 
set k samples in the sample as the initial clustering Ck; 2. Calculate the shortest distance between the remaining samples of the sample 
set and the cluster center, and divide them into clusters to which the nearest cluster center belongs; 3. Repeat the steps of 2, and then 
update k cluster center positions until the cluster center 
no longer changes its position or reaches the specifi ed 
number of iterations.

In view of the data set containing targets of various 
sizes, in order to adapt to the targets of traffi  c lights of 
diff erent sizes, the value of clustering center k is set to 9, 
and nine anchor boxes are clustered, as shown in Figure 3.

4.2  Deployment verifi cation of YOLOv5 and 
binocular ranging algorithm

Figure 4 shows the recognition and ranging of obstacles by 
simulated intelligent guide glasses in a simple environment. The 
obstacles in the fi gure are mainly vehicles and people, and the model 
performs well in the detection of obstacles, with fewer cases of error 
detection, undetected targets and repeated detection. Moreover, 
the border accuracy of each target is high, and the actual detection 
experiment results of the model are good, and the model recognizes 
two wrong results of close-range targets, and the recognition eff ect 
of long-distance targets is good.

5.  Summary
 On the whole, in the process of testing the intelligent guide glasses, the intelligent guide glasses can accurately identify obstacles 

and measure the distance of obstacles, and remind the visually impaired to stay away from obstacles through the offl  ine voice module. 
When the visually impaired walk at the intersection, through the intelligent guide glasses to recognize the traffi  c lights to help the 
visually impaired through the intersection, to ensure the safety of the visually impaired travel.
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Figure 3 Anchor box cluster size

Figure 4 Verifi es the detection results on the set


