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Abstract:This article mainly studies the text classification algorithm based on genetic algorithm and probability theory, and

improves the speed and accuracy of text classification by using the related knowledge of genetic algorithm and probability theory.

Preliminary assignment of feature items is carried out through TF algorithm, and then special non-substantial words are shielded.

Using L-E operator for weighting calculation can make the better results converge faster. Using genetic algorithm, using crossover

operator, mutation operator and establishing a suitable objective function, speed up the retrieval speed and improve the efficiency of

obtaining the best results. Using a hybrid algorithm can eliminate the interference of synonyms and non-characteristics.
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1.Weightcalculation
1.1TFalgorithm

TF represents the number of times a feature item appears in the text. The higher the frequency of occurrence, the more weight

is assigned to the feature item, and the lower the frequency of occurrence, the smaller the weight is assigned. This method is simple

and easy to implement, and has high efficiency. It is generally applicable to long texts and is the first commonly used method for

text classification. However, in practical applications, there are sometimes low-frequency words, but they are very important to the

text. If the TF algorithm is used, it will not be given a large weight, which may cause important information to be ignored.

1.2IDFalgorithm
When calculating the weight, if only the TF algorithm is used, the forbidden words will interfere with the feature extraction.

The IDF algorithm can reduce the influence of forbidden words on feature item extraction. The IDF algorithm is an inverted sorting

algorithm, which calculates the frequency of a feature item in the entire article collection. The more times it appears, the lower its

distinguishing effect on similar texts. If a feature item is contained in all texts, its weight is zero. The IDF algorithm believes that the

feature items that appear in a large number of texts are less important than the feature items that only appear in a few texts.

Therefore, the IDF algorithm can help extract more important and accurate feature items from the text.

1.3WordfrequencystatisticsandL-Elinearindexweightingfactor
When performing word frequency statistics, count the number of occurrences of each feature item in each paragraph and title,

and mark the feature items that appear in the title and the beginning and end of the paragraph and count the number of times. Next,

the keywords that are evenly distributed in the article are weighted. The standard for this uniform distribution should be that the

keywords appearing in each natural segment are similar in frequency and there is no big fluctuation. Use L-E linear exponential

weighting factor for analysis:

T = n 1 × T 1 + n 2 × T 2 + n 3 × T 3 + n 4 × T 4
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In the formula, T represents the total number of times the keyword appears in the article. T 1 is the total number of times the

keyword appears in the article. T 2 is the number of times the keyword appears in the title. T 3 is the number of times the keyword

appears in the paragraph. The number of occurrences at the beginning and the end of the paragraph. T 4 is the number of occurrences

of the feature item in the paragraph of the entire article. The value of n 1 is determined by the length of the article, the shorter the

article, the greater its value. The value of n 2 is determined by the ratio of the title to the length of the article, the smaller the ratio,

the greater its value. the value of n 3 is the number of paragraphs and words of the article how much is determined. The value of n 4

is determined by the convergence speed of the widely distributed feature items.

1.4TotalprobabilityformulaandBayesianformula
Definition Let S be the sample space of experiment E , and B 1,B 2 ,B 3 ,…,B n be a set of events of E. If, B i B j = Φ,i ≠ j,i,j = 1,2,

…,n, B 1 ∪ B 2 ∪ … ∪ B n = S, then B 1 ,B 2 ,…,,B n are called a division of the sample space.

Theorem suppose the sample space of test E is, A is the event of E , B 1 ,B 2 ,…,B n is a division of E, and, thenP(B i ) > 0(i = 1,2,

…,n) , P(A) = P(A B 1)P(B 1) + P(A B 2)P(B 2) + … + P(A B n )P(B n ) is called the total probability formula.

Theorem Suppose the sample space of test E is S , A is the event of E , and B 1 ,B 2 ,…,B n is a division of E , then

P(B i A) =
P(A B i )P(B i )

∑
n

j= 1

P(B j )P(A B j )

(i = 1,2,…,n)

This is called the Bayesian formula. Explanation: i and j are all subscripts, and the sum is 1 to n . The genetic algorithm has four

parameters that need to be explained and calculated in advance, which are population size, mutation probability, crossover

probability, and number of iterations. Among them, when calculating the crossover probability and the mutation probability, the

relevant knowledge of probability theory can be used to solve the problem.

2.Featureitemextractionbasedonparallelgeneticalgorithm
2.1Binaryencoding

Make each bit in the chromosome correspond to a word in the feature word set. When the feature word is extracted, its

corresponding chromosome position is 1, and when it is not extracted, it is 0. Using this binary code for genetic algorithm can ensure

that even if the set of feature words is large, it will not take up too much space.

2.2Geneticoperators
The selection operator is used to pair the current population to breed the next generation. The selection operator should

conform to the principle of randomness and follow the genetic law of objective organisms. Secondly, crossover operator and

mutation operator are carried out.

2.3Fitnessfunction
Euclidean distance is used to measure the similarity of text. One of the most important is to calculate the expression of text

similarity between chromosomes formed by different keywords. Use the following methods to solve the calculation problem:

(1) Expand the feature items extracted by the two chromosomes, and obtain their intersection, so that the dimension of the text

vector represented by them is consistent.

(2) Use these two chromosomes to represent the same text respectively. Pay special attention to the text representation. For a

chromosome, if a keyword is not extracted in the chromosome, then the text vector it represents corresponds to 0. At the same time,

in order to prevent chromosomes from aberrations, the chromosomes are set to the recessive threshold of traits. The trait at position

1 in the chromosomal gene sequence is set as a dominant trait, and the position at 0 is a recessive trait. In chromosomes, neither

dominant traits nor recessive traits can be less than 35% . This can effectively prevent chromosome aberrations.

The fitness function can help us make choices in genetic algorithms. For example, when selecting individuals in a population,

we can usually use fitness ratios for selection. The working principle is as follows.

Overall fitness value F = ∑
N-1

i= 0

f i

r ∈[0,F)
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The uniformly distributed random numberr ∈ [0, F) specifies which individual to choose through the following parameter

minimization:

i ← argmin
n∈[0,N)

r < ∑
n

i= 0

f i{ }

Where N is the number of individuals, and f i is the fitness value of the i-th individual.

2.4Probabilityselection
Probability selection is a variant of fitness function selection. The working principle of fitness ratio selection has been

mentioned above. The working principle of probability selection is roughly similar to the principle of fitness ratio selection, but the

probability selection and fitness ratio selection are different. One point is that there is no need to sort the population, and the

selection probability of individual i obeys the binomial distribution:

P i,k( ) =
n

k

æ

è

ö

ø
P i( )

k (1-P(i))n-k

Where n is the size of the population, and k is the number of individuals that need to be selected from the population. The

running complexity of the implemented probability selector is O ( n + log(n)) instead of O ( n 2), due to the naive method: binary

(index) search is performed on the summation probability array.

3.Performtextclassification
After excluding the influence of synonyms in the text, the final selected feature items are assigned to the text. The final output

data includes the read content and main words of each paragraph of the article; keywords and the frequency of their appearance in

the title, beginning and end of the paragraph; the paragraphs of the feature item distribution and the number of occurrences; the

probability of the keywords appearing after weighting; the feature vector of the reference; through the genetic cross-mutation

processing of the chromosome, the judgment of the text classification.

4.Conclusion
This article mainly discusses text classification algorithms based on genetic algorithm and probability theory, and analyzes text

preprocessing, feature item extraction, feature item extraction based on parallel genetic algorithm, and text classification. On the

basis of certain theoretical and practical achievements in the field of text classification, this paper studies the use of genetic

algorithms and knowledge of probability theory to extract and extract text feature items, which can make text classification more

efficient. In today’s society, a large amount of information is constantly emerging. Research on text classification algorithms can

improve the speed and efficiency of text classification, accelerate the speed of information retrieval, and better meet people’s needs.

It is hoped that this article can enrich the related theoretical results and provide a certain reference for related theoretical and

practical research.
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