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ABSTRACT 

Deep neural networks have been increasingly used to identify individual animals in ecological studies by learning 

and distinguishing their naturally occurring marks or features. Traditional individual animal recognition requires prior 

knowledge and experience, which can be time-consuming and inefficient. In this paper, a distinctive deep learning 

framework that automatically reidentifies individual Indo-Pacific humpback dolphins (Sousa chinensis) from photos was 

proposed. For most dolphin species with a dorsal fin, this feature is reliably used to identify and distinguish individuals 

in studies that require distinction between members of a group or population. Feature cutting and background removing 

strategies were added to allow a focus on local information. Knowledge distillation was also applied to improve the 

robustness of the framework. Additionally, an automatic dolphin recognition software suite for cetologists that may reduce 

the amount of effort and time required to manually confirm individual dolphin ID from photographs had been developed. 

In the end, the effectiveness of applying this deep neural network approach for individual Indo-Pacific humpback dolphin 

recognition had been demonstrated. 
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1. Introduction 
Many ecological studies, such as examination of wild animal 

population parameters, migration, habitat usage, and social behavior, 
involve individual reidentification[1–3]. Long-term follow up studies 
allow researchers to obtain some insights into wild animal population 
distribution and behavior, which can provide further details and 
information to promote their protection[4]. Traditional animal tracking 
methods involve implanting identification sensors into the animal or 
attaching sensors to their bodies, which can be invasive and may 
negatively impact their actions and behavior[5]. Previous studies have 
confirmed that the majority of animals can be identified by their natural 
scars and marks (i.e., exterior natural patterns or features), such as 
whiskers on polar bears (Ursus Maritimus) and notches, nicks, scars or 
pigments on or around the dorsal fin of cetaceans[6,7]. Use of natural 
marks to recognize and reidentify individuals is non-invasive and 
usually does not disturb their normal behaviors; this approach has been 
applied in many fields of zoology (e.g., Auger-Méthé and Whitehead[8]). 
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Although there are animal recognition methods that do not require implants that affect behavior, they 
often require a large quantity of resources and time and the quality of recognition is affected by repetitive 
artificial comparison. In recent years, pedestrian reidentification using deep convolutional networks has 
recently contributed to the success of modern surveillance systems[9]. Therefore, we adopted and transferred 
this technology to the recognition of individual animals, which could reduce the effort and resources required 
of biologists. 

It is important for marine biologists to track and study the movement pattern, social behavior, 
reproduction and survival of dolphins, which requires individual recognition of dolphins[3,10]. The Indo-Pacific 
humpback dolphin (Sousa chinensis) is recognized by its unique spots and dorsal fin notches[11], making it an 
ideal species to test our animal reidentification software application. However, recognizing individual animals 
is different from reidentifying a pedestrian. Specifically, people in images or photos normally walk upright 
with no angle deflection, while the angle of dolphin dorsal fins in images varies as they sometimes jump out 
of the ocean, which brings challenges to feature extraction and feature alignment in deep neural networks. 

In this study, an alternative way for Indo-Pacific humpback dolphin reidentification is presented. During 
the training phase, an object detection algorithm to localize dolphin dorsal fins in the images with bounding 
boxes was used[12]. Then, key points based on the outline of the dolphin dorsal fins and corrected the dorsal fin 
bounding boxes in the horizontal direction according to the points was identified. A small range of random 
angle rotation was applied to the corrected bounding boxes for data augmentation to increase the robustness. 
To make full use of the local information and eliminate the interference of the background information, the 
dorsal fin was cut into different parts and removed the background. Moreover, knowledge distillation was 
adopted to improve the generalization and expressivity of the network for large deflection angles[13]. In the 
inference stage, an object detection algorithm was used to cut out the fin bounding boxes and the postprocessed 
boxes was feed to the reidentification network (student network) for individual identification.  

2. Methods 

2.1. Pedestrian reidentification 

Pedestrian reidentification in computers is used to determine whether a specific pedestrian is contained 
in an image or video sequence. Most pedestrian reidentification algorithms use deep learning methods based 
on metric learning[14], while some studies treat reidentification as a classification problem[15]. Recent research 
combines metric loss with classification loss to improve the expressivity of deep networks[16]. Researchers 
have also used local information to improve the networks’ global representation ability. These local 
information extraction methods include lateral cutting and extraction of key points of human posture. Wang et 
al.[17] used horizontal slicing to extract local features. Sun et al.[18] added an attention mechanism to align the 
slices of different parts while dicing pedestrians. Zhao et al.[19] used key points of human posture to intercept 
the ROI of various parts of the body, sent each part to the network to extract features and merged the features 
to align the body parts. Pedestrian reidentification is also regarded as an image retrieval problem and is heavily 
used in the field of object and biological reidentification. 

2.2. Biological identification 

Reidentification technology has been applied to individual animal recognition in recent years. Liu et al.[20] 
applied reidentification technology to individual tiger recognition. They used tiger key points to cut out 
different limbs and inserted them into corresponding network branches to improve accuracy. Krschens et al.[21] 
used YOLO to detect the heads of elephants and fed the results into a classification network to identify 
individual elephants. Biologists have recently adopted different methods for the individual identification of 
dolphins. For instance, Bouma et al.[22] used GoogLeNet to detect dorsal fins and applied triplet loss as the loss 
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function. However, the authors did not study the specific problem that dolphins can be tilted at a large angle 
within an image. Weideman et al.[23] calculated the integral curvature of the edge of the dorsal fin and used an 
effective matching algorithm to identify whales and dolphins. Hughes and Burghardt[24] identified great white 
sharks by encoding the shape of the dorsal fin. Feng et al.[25] applied deep learning technology to individual 
identification of Indo-Pacific humpback dolphin. They first detected the dorsal fin and then modeled the task 
as a common image classification problem. However, the paper regarded the task as an image classification 
problem and did not further explore the problem of characteristics and angles of the dorsal fin. 

This work presents an end-to-end algorithm process that learns local dolphin fin information and adapts 
to large fin angular rotation. The dorsal fin is detected by an object detection algorithm and then affined by 
correcting the orientation of the dorsal fin to the horizontal direction to reduce the effect of feature 
nonalignment, as shown in Figure 1. Teacher-student dual networks learn the corrected dorsal fin with a large 
range of angle rotations to improve the robustness against large angles. In the inference stage, a database and 
separate dolphin fin images according to labeled IDs is built. Then, for unseen images, dorsal fin detection is 
executed, and the results are sent to the reidentification network to search for the ID in the database. 

 
Figure 1. Individual recognition in the training stage. 

2.3. Dorsal fin detection 

The surface markings on the dorsal fin can be used to identify individual dolphins, making it the target of 
object detection. To unify the angle of dorsal fins in a number of images, two key feature points was designed, 
as shown in Figure 2. The points are defined as the intersections between the bottom line of the dorsal fin and 
the front and back boundaries. We find that algorithms such as face detection return inconsistent and inaccurate 
key point predictions because the bottom line of the dorsal fin is usually blurred[26]. Therefore, the YOLO 
algorithm was applied to detect dorsal fin locations and label them with bounding boxes[27]. The labeled key 
points were used during the training phase in order to uniformly correct dorsal fins in the horizontal direction 
(Figure 1). 

 
Figure 2. Key points of a dorsal fin. 
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2.4. Dorsal fin identification 

The corrected dorsal fins were augmented by adding a random slight angle rotation to boost the 
generalization capability of the model. To fully extract local information and global information of dorsal fins, 
a three-branch structure after a convolutional backbone was adopted in the deep neural network[17]. The upper 
branch extracted the global features of the dorsal fins, and the middle branch taken the feature map that was 
horizontally cut into two parts. The upper part was further divided vertically by a ratio of 1:2:1, keeping only 
the middle portions and excluding the background information. The bottom branch extracted the feature map 
that has three equal horizontal divisions, which were the 1:1:1 vertical division upper portion, the 1:4:1 vertical 
division middle portion and bottom portion which was not divided. The background feature blocks were also 
removed to further refine the local information (Figure 3 and Figure 4). 

 
Figure 3. The original image mapped by feature cutting. 

 
Figure 4. The reidentification network. 

2.5. Knowledge distillation 

When a dolphin leaps out of or dives into the water, the angle between its dorsal fin and the water surface 
can change significantly. We introduced a teacher-student model to learn this large angle change (Figure 5). 
The teacher model was trained on a dataset of dorsal fin images with a wide range of angles. The student model 
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was then trained on the same dataset, but with the images randomly rotated by an angle from 25 to 40 degrees. 
The objective was to shrink the difference between the output features of the teacher and student models by 
minimizing their MSE loss so that the student model can recognize dolphins regardless of the magnitude of 
the angle between the dorsal fin and the water. A rotation probability hyperparameter was designed to allow 
the student model to memorize nonrotated images. 

 
Figure 5. Teacher-student network. 

2.6. Loss function 

Triplet loss and classification loss was combined when training the reidentification network[28]. The output 
feature was used to calculate the cross-entropy loss and was then reduced to calculate the triplet loss. As shown 
in Equation (1), λ1 and λ2 are the weights of the cross-entropy loss and triplet loss, respectively: We set λ1 to 2 
and λ2 to 1 in our experiments. In Equation (2), p is the ground truth and q is the predicted label. In Equation 
(3), || || denotes Euclidean distance. The superscript a represents the anchor in triplet loss, p denotes positive, 
n denotes negative, and α refers to the minimum interval between the distance of xa and xn and the distance of 
xa and xp, which we set to 4. 

Ltotal = λ1Lcross + λ2Ltriple 
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An MSE loss function was also applied in the teacher-student networks. The output feature of the teacher 
network was a soft label, and the output of the student network was the predicted values. In contrast to the 
original knowledge distillation network, independent supervision loss in the student network was removed 
since we focused on the model’s generalization to a varying change in angle.  

𝐽(𝑤, 𝑏) =
1
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2.7. Dataset 

Our dataset consists of Indo-Pacific humpback dolphin images collected by the Third Institute of 
Oceanography, Ministry of Natural Resources. Due to the small population size of this species in the Xiamen 
Bay, our dataset has only 55 individuals, with a total of 2177 images. Moreover, the dataset was divided into 
a training set (90%) and a test set (10%). 
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2.8. Implementation 

The input size of the reidentification network was 320 × 320 pixels. Several measures were taken to 
improve the model’s generalization ability: 1) random horizontal flipping; 2) padding 10 pixels around the 
image and randomly cropping a 320 × 320 patch; 3) random rotation from –10 to 10 degrees; 4) randomly 
erasing a 16 × 16 pixels patch from an image. 

In the teacher-student network, the original image was input to the teacher model, and the image rotated 
by a random angle from 25° to 40° with a probability of 0.7 was input to the student network. 

A ResNet50 pretrained from ImageNet was applied as the backbone[29,30]. The training was optimized for 
500 epochs by using SGD (Stochastic Gradient Descent method) with a batch size of 32. Each batch contained 
4 IDs with 8 samples for each ID. The initial learning rate was set to 0.01 and was decreased by a factor of 0.1 
at epochs 320 and 380, respectively. The object detection and reidentification models was trained on a NVIDIA 
2080Ti with PyTorch implementation, while the teacher-student model was trained on a NVIDIA V100. 

Dolphin recognition consisted of two components: dorsal fin detection and reidentification. the object 
detection algorithm was relatively sophisticated, and strategies was designed to address the fluctuation of the 
dorsal fin angle. In this paper, the main focus is on the reidentification results. 

 The algorithms were assessed by calculating the mean average precision (mAP) and Rank-k accuracy. 
Table 1 shows the experiment results. Ablation experiments was conducted with two settings: 1) local 
information cutting and 2) knowledge distillation. 

Table 1. Ablation results. 

Setting Precision 

a b c mAP Rank-1 Rank-3 Rank-5 Rank-10 

   0.8469 0.8272 0.8346 0.8493 0.8713 
√   0.8762 0.8529 0.8640 0.8860 0.9191 
√ √  0.8185 0.7904 0.8456 0.8750 0.9007 
√  √ 0.8806 0.8640 0.8713 0.8897 0.9191 

a: With feature cutting branch; b: Re-ID network with large-angle image; c: Knowledge distillation with large-angle image. 

3. Results 
As shown in Table 1, the addition of a cutting branch effectively increases the accuracy due to rich local 

information of the dorsal fin. The functionality of knowledge distillation was also compared. When the model 
was trained with images rotated by a large angle at the very beginning, the accuracy and mAP decreased. By 
contrast, knowledge distillation resulted in the highest Rank-1 accuracy and mAP. The results on the test 
dataset are shown in Figure 6. Figure 7 illustrates the recognition results using the software developed based 
on our algorithms. The algorithms achieve a mAP of 0.8806 and Rank-1 accuracy of 0.8640. On the basis of 
the algorithms, we developed a dolphin reidentification software suite that was applied to practical research 
activities. 
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Figure 6. Retrieval results on test set. 

 
Figure 7. Recognition results. 

4. Conclusions 
In this paper, an end-to-end dolphin reidentification process based on deep neural networks that is capable 

of detecting the dorsal fins of dolphins and reidentifying individual dolphins was proposed. In addition, the 
proposed method in this paper can also be attempted for identification research of other species to improve 
work efficiency and information technology level in the future research. 

The major contributions in this paper are summarized as follows: 

(1) Pedestrian reidentification technology was applied to individual dolphin reidentification via deep 
learning and provided a unique end-to-end dolphin reidentification software suite. 
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(2) A method was introduced to correct a wide range of the dolphin dorsal fin angle via affine 
transformation to align feature maps in networks and a reidentification network was further constructed to 
make full use of the local dorsal fin information. 

(3) Knowledge distillation was utilized to increase the network’s robustness and generalization to large-
angle dorsal fins. 
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